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Abstract 

Background  To investigate the potential of combining compressed sensing (CS) and deep learning (DL) for acceler-
ated two-dimensional (2D) and three-dimensional (3D) magnetic resonance imaging (MRI) of the shoulder.

Methods  Twenty healthy volunteers were examined using at 3-T scanner with a fat-saturated, coronal, 2D proton 
density-weighted sequence with four acceleration levels (2.3, 4, 6, and 8) and a 3D sequence with three acceleration 
levels (8, 10, and 13), all accelerated with CS and reconstructed using the conventional algorithm and a new DL-based 
algorithm (CS-AI). Subjective image quality was evaluated by two blinded readers using 6 criteria on a 5-point Likert 
scale (overall impression, artifacts, and delineation of the subscapularis tendon, bone, acromioclavicular joint, and gle-
noid labrum). Objective image quality was measured by calculating signal-to-noise-ratio, contrast-to-noise-ratio, 
and a structural similarity index measure. All reconstructions were compared to the clinical standard (CS 2D accel-
eration factor 2.3; CS 3D acceleration factor 8). Additionally, subjective and objective image quality were compared 
between CS and CS-AI with the same acceleration levels.

Results  Both 2D and 3D sequences reconstructed with CS-AI achieved on average significantly better subjec-
tive and objective image quality compared to sequences reconstructed with CS with the same acceleration fac-
tor (p ≤ 0.011). Comparing CS-AI to the reference sequences showed that 4-fold acceleration for 2D sequences 
and 13-fold acceleration for 3D sequences without significant loss of quality (p ≥ 0.058).

Conclusions  For MRI of the shoulder at 3 T, a DL-based algorithm allowed additional acceleration of acquisition 
times compared to the conventional approach.

Relevance statement  The combination of deep-learning and compressed sensing hold the potential for further 
scan time reduction in 2D and 3D imaging of the shoulder while providing overall better objective and subjective 
image quality compared to the conventional approach.

Trial registration  DRKS00024156.

Key points   
• Combination of compressed sensing and deep learning improved image quality and allows for significant accelera-
tion of shoulder MRI.

• Deep learning-based algorithm achieved better subjective and objective image quality than conventional com-
pressed sensing.
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• For shoulder MRI at 3 T, 40% faster image acquisition for 2D sequences and 38% faster image acquisition for 3D 
sequences may be possible.

Keywords  Artifacts, Artificial intelligence, Deep learning, Magnetic resonance imaging, Shoulder joint

Graphical Abstract

Background
The shoulder is the third most common site of muscu-
loskeletal pain [1]. Common injuries of the shoulder, 
such as rotator cuff tears, have a high prevalence in the 
general population [2, 3], negatively affect productiv-
ity and quality of life [4], and are associated with a high 
socioeconomic burden [5]. Magnetic resonance imag-
ing (MRI), with its high tissue contrast, plays a criti-
cal role in the diagnosis and treatment evaluation of 
shoulder injuries [6]. However, with an ever increasing 
demand for MRI [7] and acquisition times for an MRI 
of the shoulder ranging between 15 and 20 min [8], the 
number of patients that can be imaged at a given time 
is limited. Thus, several possibilities, such as reduced 
scanning protocols [8], or new techniques such as par-
allel imaging (e.g., generalized autocalibrating partial 
parallel acquisition, GRAPPA) [9], and compressed 
sensing (CS) [10], have been developed to increase the 
speed of image acquisition without sacrificing image 
quality. The CS approach uses random undersampling 

of the k-space to reconstruct the MRI signal with fewer 
measurements, thereby reducing image acquisition 
times. Several studies have shown that CS can be used 
to reduce scan times for multiple anatomical regions 
[11–14], including the shoulder [15], while still main-
taining diagnostic image quality. However, artifacts, 
such as aliasing and blurring, which are introduced at 
higher acceleration factors, limit further acceleration of 
image acquisition using conventional CS.

With the recent advent of deep learning (DL) and its 
integration into radiology, one approach that has been 
suggested to overcome those limitations is to combine CS 
and DL [16]. As part of the 2019 fastMRI challenge, Pez-
zotti et al. [16, 17] introduced Adaptive-CS-Net, a neural 
network for improved reconstruction of MRI of the knee, 
which allowed reduced acquisition times by a factor of 8. 
Adaptive-CS-Net was then further developed to extend 
to a wider range of acceleration factors and anatomical 
regions, including the shoulder. However, so far, there 
have been no studies testing the clinical feasibility and 
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limitations of Adaptive-CS-Net to accelerate MR images 
of the shoulder. Thus, the aim of the current study was 
to determine whether combining CS with DL is a feasi-
ble approach to further decrease the acquisition times of 
shoulder MR images while maintaining diagnostic image 
quality.

Methods
Study population
This single-center study was approved by our institu-
tional review board and registered in the national Clini-
cal Trials Register (DRKS00024156). Recruitment of 
volunteers and acquisition of imaging data were carried 
out from February to March 2022. Written informed 
consent was obtained from all participants included in 
the study. Exclusion criteria were pregnancy, age below 
18, implanted MRI conditional or unsafe devices, previ-
ous surgery or known pathologies of the shoulder, and 
shoulder related pain in the last 6 months.

MRI acquisition and reconstruction
A whole-body 3-T MRI system (Philips Ingenia 3.0  T, 
Philips, Amsterdam, The Netherlands) with a dedicated 
receiver 8-channel shoulder coil was used. All volun-
teers were placed supine, head-first on the table. For all 
sequences, the field-of-view covered the entire shoulder 
joint. The protocol included a fat-saturated two-dimen-
sional (2D) coronal proton density-weighted sequence 
with four different acceleration levels (2.3, 4, 6, and 8) as 
well as a fat-saturated three-dimensional (3D) coronal 

proton density sequence with three different accelera-
tion levels (8, 10, and 13). Except for the acceleration fac-
tors, all other parameters were kept identical between the 
acquired sequences. Table  1 summarizes the sequence 
parameters used in this study. The sets of undersam-
pled k-space data from the different acceleration lev-
els were reconstructed into visually perceivable images 
using two methods: (1) a conventional approach (CS) and 
(2) a novel artificial intelligence (AI)-driven prototype 
(CS-AI).

The CS-AI reconstruction technique used in this study 
builds on compressed sensitivity encoding (SENSE), in 
which the parallel imaging technique SENSE and com-
pressed sensing are integrated into a single acceleration 
technique. Compressed SENSE is based on a non-uni-
form pseudorandom sampling scheme with multiple 
receiver coil elements after which an iterative recon-
struction scheme is performed in which a data consist-
ency term and a sparsity constraining term are balanced. 
The required sparsity is given in the wavelet domain and 
data consistency is preserved while performing an itera-
tive, regularized L1 minimization reconstruction tech-
nique. Being based on the compressed SENSE acquisition 
scheme, CS-AI employs a DL convolutional neural net-
work (“Adaptive—CS-Net”) introduced by Pezzotti et al. 
[16, 17]. The reconstruction of the original CS sampled 
data is improved by replacing the iterative, regularized 
L1 minimization reconstruction scheme by a set of mul-
tiscale network blocks in which in each block, a data 
consistency check per coil element is performed. This 

Table 1  Acquisition parameters for the different sequences and results for changes in the scan time

Only the acceleration factors were changed between the different sequences to keep them as comparable as possible

CS Compressed sensing, CS-AI Compressed sensing combined with a deep learning-based algorithm

Two-dimensional sequences Three-dimensional sequences

Sequence/Parameter CS 2.3
CS-AI 2.3

CS 4
CS-AI 4

CS 6
CS-AI 6

CS 8
CS-AI 8

CS 8
CS-AI 8

CS 10
CS-AI 10

CS 13
CS-AI 13

Echo time [ms] 40 40 40 40 152 152 152

Repetition time [ms] 4,169 4,169 3,917 3,917 1,100 1,100 1,100

Flip angle [degrees] 90 90 90 90 90 90 90

Field of view [mm] 160 × 160 160 × 160 160 × 160 160 × 160 160 × 177 × 100 160 × 177 × 100 160 × 177 × 100

Slice thickness [mm] 3 3 3 3  −   −   − 

Number of slices 36 36 36 36  −   −   − 

Gap [mm] 0.3 0.3 0.3 0.3  −   −   − 

Acquisition voxel size [mm] 0.4 × 05.5 0.4 × 05.5 0.4 × 05.9 0.4 × 05.7 0.7 × 0.7 × 0.7 0.7 × 0.7 × 0.7 0.7 × 0.7 × 0.7

Reconstruction voxel size [mm] 0.2 × 0.2 0.2 × 0.2 0.2 × 0.2 0.2 × 0.2 0.34 × 0.34 × 0.4 0.34 × 0.34 × 0.4 0.34 × 0.34 × 0.4

Turbo factor/Echo train length 12 12 10 10 35 35 35

CS factor 2.3 4 6 8 8 10 13

Scan time [s] 167 100 78 63 289 232 179

Saved scan time [s]  −  67 89 104  −  57 110

Scan time reduction [%]  −  40 53 62  −  19 38
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is similar to the CS reconstruction and avoids deviation 
of the resulting image from the measured data, prevents 
the introduction of phantom structures, and minimizes 
data loss. Compared to the implementation by Pezzotti 
et  al. [16, 17], where network training was exclusively 
performed on a large-scale dataset of knee data, the 
algorithm was extended by using training data of about 
740,000 MRI images with various anatomies, contrasts, 
and field strengths (1.5 and 3  T). Both the acquisition 
and reconstruction algorithms (CS and CS-AI) were pro-
vided by the manufacturer (Compressed SENSE, Philips 
Healthcare).

Subjective image analysis
All scans were exported as DICOM files to the clinical 
Picture Archiving and Communication System (Impax 
EE R20, Agfa Healthcare, Mortsel, Belgium). Two radi-
ologists with 4 and 8 years of experience independently 
reviewed all images. For the subjective reading, the 
images were presented in random order and both readers 
were blinded to the scan sequence and reconstruction. 
All blinded images of a subject were available at once for 
both readers. Readers were free to choose window width 
and level settings, and the review was performed over 
a period of 6  weeks. Using a 5-point Likert scale, each 
reader independently evaluated the delineation of the fol-
lowing anatomical structures for all sequences: subscapu-
laris tendon, bone, acromioclavicular joint, and glenoid 
labrum. Overall image impression and visible artifacts 
were rated additionally on a 5-point Likert scale, result-
ing in a total of 6 subjective ratings for each of the 14 
images (2D: CS 2.3/CS-AI 2.3, CS 4/CS-AI 4, CS 6/CS-AI 
6, CS 8/CS-AI 8; 3D: CS 8/CS-AI 8, CS 10/CS-AI 10, CS 
13/CS-AI 13) reconstructed for every patient. Table  2 
shows an overview of the used scale.

Objective image analysis
Objective image analysis: region of interest (ROI)‑based
The Picture Archiving and Communication System was 
used for manual positioning of ROI in the following ana-
tomical structures of the shoulder joint: muscle (deltoid 
muscle), bone (proximal humerus), and tendon (supraspi-
natus tendon). Signal pathology in the respective areas 

was excluded prior to measurement. Average ROI were 
92.10 ± 1.37 mm2 (mean ± standard deviation [SD]) for 
the bone, 91.70 ± 2.10 mm2 for the muscle, and 5.85 ± 1.68 
mm2 for the tendon measurements. Similar to Lee et al. 
[18], signal-to-noise ratios (SNRs) for the bone, muscle, 
and tendon were derived from the ROIs by dividing the 
average signal intensity (SI) value by the standard devia-
tion of the tissue. Additionally, contrast-to-noise ratios 
(CNRs) for the bone-tendon, tendon–muscle, and bone-
muscle were calculated with the following equations, as 
described in previous studies [12, 18, 19]:

Objective image analysis: pixel‑based
To assess the similarity between the accelerated images 
and the reference sequences, we also calculated the struc-
tural similarity index measure (SSIM) using CS 2.3 for 2D 
sequences and CS 8 for 3D sequences as the reference 
[20]. An in-house tool developed using the scikit-image 
toolbox was used to carry out a pixel-wise analysis of the 
central slice of each scan [21–23]. The resulting SSIM 
values represent a percentual deviation for each sequence 
from the reference scan, with higher values indicating 
greater similarity to the reference image.

Statistical analysis
GraphPad Prism version 9.0.1 for Mac OS X (Graph-
Pad Software, Boston, USA) was used for all statistical 
analyses. For the subjective image analysis, the values 
from both readers for each sequence were averaged. 
To assess the interrater agreement between both read-
ers, Krippendorff ’s alpha was calculated, with a Krip-
pendorff ’s alpha ≥ 0.80 indicating high agreement, 
0.667–0.79 indicating moderate agreement, and < 0.667 
indicating poor agreement [24]. After assessing nor-
mal distribution of the data, mixed models fitted with 
the restricted maximum likelihood method, REML 
[25], were used to analyze the effect of acceleration 
level (2D: 2.3, 4, 6, and 8; 3D: 8, 10, and 13) and recon-
struction method (CS versus CS-AI) on indicators of 

(SI a− SI b)/ SD a
2
+ SD b

2
.

Table 2  Ratings for the anatomical structures, diagnostic certainty/overall image impression, and artifacts

Level Anatomical structures Overall image impression Artifacts

1 Not visible/distinguishable Not acceptable/ no diagnostic value Massive artifacts

2 Barely visible Very limited diagnostic value Significant artifacts

3 Adequately visible Acceptable for most diagnoses Acceptable artifacts

4 Good visibility Good for majority of diagnoses Minimal artifacts

5 Excellent visibility Optimal No artifacts
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subjective (overall impression, artifacts, and delinea-
tion of the subscapularis tendon, the bone, the acromi-
oclavicular joint, and the glenoid labrum) and objective 
image quality (signal- and contrast-to-noise-ratio as 
well as the structural similarity index measure). As post 
hoc tests Sidak’s multiple comparisons test [26] was 
used to compare the different reconstruction meth-
ods (CS versus CS-AI) at the different acceleration 
levels. Additionally, Dunnett’s multiple comparisons 
test [27] was used to compare all sequences to the ref-
erence sequences (2D: CS 2.3; 3D: CS 8). All post hoc 
tests were corrected for multiple comparisons. Data are 
reported as the mean ± SD. A p value below 0.05 was 
considered statistically significant. A priori sample size 
calculation was performed using G*power 3.1.9.7 based 
on previous results for acceleration techniques in knee 
imaging [12]. A minimum number of 19 volunteers are 
needed to detect a difference of 0.2 points on the Likert 
scale with 0.3 SD, alpha = 0.05, and a power of 0.8.

Results
Study population
Twenty young, healthy volunteers were included. They 
were 9 males and 11 females; age 30.75 ± 4.45 years, range 
23 − 37  years; weight 69.95 ± 9.40  kg, range 53 − 91  kg; 
and height 172.60 ± 9.00 cm, range 160 − 186 cm).

Image analysis
Scan time decreased with increasing CS factor for both 
2D and 3D sequences. An overview of the duration of the 
sequences is shown in Table 1. Figures 1 and 2 show recon-
structions of a 2D and 3D sequence using CS and CS-AI at 
the respective acceleration levels. Figures 3 and 4 illustrate 
clear delineation of anatomical landmarks for 2D and 3D 
sequences. Upon review of the acquired images, it was dis-
covered that one participant suffered from mild insertional 
tendinopathy of the M. supraspinatus tendon. Figure  5 
shows the pathology in a 2D sequence with acceleration 
factors 2.3 and 4 reconstructed using CS and CS-AI.

Fig. 1  Comparison of a two-dimensional sequence reconstructed using conventional compressed sensing (CS) and compressed sensing 
combined with a deep learning-based algorithm (CS-AI) with acceleration levels of 2.3, 4, 6, and 8. Note the decreasing image quality 
with increasing acceleration factor, as well as the enhanced image quality of the CS-AI images compared to the equivalent CS images
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Subjective image analysis
Interrater agreement was assessed using Krippendorff´s 
alpha, indicating moderate interrater agreement for the 
subjective scoring over all acceleration factors (Krippen-
dorff’s alpha = 0.72). Mixed models (restricted maximum 
likelihood method) demonstrated a significant effect of 
the acceleration factors on the subjective measures of 
image quality (p < 0.001).

Images reconstructed using CS-AI were rated signifi-
cantly better than the respective sequences reconstructed 
using CS for all acceleration levels and all evaluated crite-
ria (all p ≤ 0.011; see Table 3), except for the delineation 
of the bone, the glenoid labrum, and the overall image 

impression in the 2D sequences with the acceleration fac-
tor 2.3, where there was no significant difference between 
CS and CS-AI sequences; Fig. 6 shows the mean subjec-
tive ratings of the overall image quality.

Regarding the comparison to the 2D reference 
sequence (CS 2.3), ratings for the sequences recon-
structed using CS-AI did not differ significantly from 
the reference sequence for the delineation of the sub-
scapularis tendon, the bone, the acromioclavicular 
joint, and the glenoid labrum as well as visible artifacts 
for an acceleration factor up to 6 and for the over-
all image quality for an acceleration factor up to 4 (all 
p ≥ 0.221 see Table 3).

Fig. 2  Comparison of a three-dimensional sequence reconstructed conventional compressed sensing (CS) and compressed sensing combined 
with a deep learning-based algorithm (CS-AI) with acceleration levels of 8, 10, and 13. Note the enhanced image quality of the CS-AI images 
compared to the equivalent CS images, especially the reduced image noise and the clear delineation of the glenoid labrum
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Regarding the comparison to the 3D reference sequence 
(CS 8), superior ratings for the reconstruction using 
CS-AI were obtained for all criteria of subjective image 
quality for an acceleration factor up to 13 (all p < 0.001).

Objective image analysis
Mixed models (restricted maximum likelihood method) 
demonstrated a significant effect of the acceleration 
factors on the objective measures of image quality 
(p < 0.001). SNR of the bone and muscle as well as 
CNR of the bone/muscle and tendon/muscle were sig-
nificantly higher in the sequences reconstructed using 
CS-AI compared to the sequences reconstructed using 
CS for all acceleration levels (all p ≤ 0.003; see Table 4); 
Fig.  7 shows the mean signal-to-noise-ratio for mus-
cle. There was a slight tendency for SNR of the bone 
to increase with higher acceleration levels in the 3D 
sequences; however, this increase was not statisti-
cally significant. SNR tendon did not differ significantly 
between both reconstruction algorithms (all p ≥ 0.589). 
CNR bone-tendon was significantly higher for the 2D 
CS-AI sequences reconstructed with an acceleration fac-
tor of 8 (p = 0.002) and the 3D CS-AI sequences recon-
structed with an acceleration factor of 8 (p = 0.006) and 
10 (p = 0.001; see Table 4).

Fig. 3  Comparison of a two-dimensional sequence reconstructed using conventional compressed sensing (CS) with acceleration factor 2.3 
and compressed sensing combined with a deep learning-based algorithm (CS-AI) with acceleration factor 4 in coronal plane illustrating clear 
delineation of the greater tuberosity (a), supraspinatus tendon (b), and biceps anchor (c)

Fig. 4  Comparison of a three-dimensional sequence reconstructed 
using conventional compressed sensing (CS) with acceleration factor 
8 and compressed sensing combined with a deep learning-based 
algorithm (CS-AI) with acceleration factor 13 in coronal 
and transverse plane illustrating clear delineation of the biceps 
tendon (a), posterior labrum (b), anterior labrum (c), infraspinatus 
muscle (d), and subscapular muscle (e)
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Regarding the comparison to the 2D reference 
sequence (CS 2.3), sequences reconstructed using CS-AI 
did not differ significantly from the reference sequence 
with regard to the SNR bone, muscle and tendon as well 
as CNR bone-muscle, tendon–muscle, and bone-tendon 
for an acceleration factor up to 8 (all p ≥ 0.395).

Regarding the comparison to the 3D reference 
sequence (CS 8), sequences reconstructed using CS-AI 
did not differ significantly from the reference sequence 
with regard to the SNR tendon and CNR bone-tendon for 
an acceleration factor up to 13 (all p ≥ 0.058) and scored 
significantly higher with regard to SNR bone and muscle 
as well as CNR tendon–muscle and CNR bone-muscle 
than the reference sequence for an acceleration factor up 
to 13 (all p ≤ 0.001).

As for the structural similarity index measure, images 
reconstructed CS-AI received significantly higher values 
compared to the sequences reconstructed using CS for all 
acceleration levels (all p ≤ 0.001; see Table 4).

Discussion
The aim of the current study was to compare the subjec-
tive and objective image quality of a conventional newly 
developed image reconstruction algorithm for com-
pressed sensing at different acceleration factors for 2D 
and 3D imaging of the shoulder. Images reconstructed 
using CS-AI scored on average significantly higher on 
both subjective and objective measures of image quality 

Fig. 5  Comparison of a two-dimensional sequence reconstructed using 
conventional compressed sensing (CS) and compressed sensing combined 
with a deep learning-based algorithm (CS-AI) with acceleration levels 2.3 
and 4, showing mild insertional tendinopathy of the supraspinatus tendon

Table 3  Mean values and standard deviation for the subjective reading

CS Compressed sensing, CS-AI Compressed sensing combined with a deep learning-based algorithm

*/* denotes statistically significant differences (p ≤ 0.026) compared to the reference sequence (2D CS 2.3 or 3D CS 8.0) (* before diagonal slash) or the corresponding 
reconstruction with the same acceleration level (CS versus CS-AI) (* after diagonal slash)

Two-dimensional sequences Three-dimensional sequences

CS 2.3
CS-AI 2.3

CS 4
CS-AI 4

CS 6
CS-AI 6

CS 8
CS-AI 8

CS 8
CS-AI 8

CS 10
CS-AI 10

CS 13
CS-AI 13

Subscapularis tendon

  CS 4.68 ± 0.29 /* 3.83 ± 0.24 */* 3.20 ± 0.47 */* 2.38 ± 0.39 */* 4.05 ± 0.22 /* 4.00 ± 0.16 -/* 3.93 ± 0.29 -/*

  CS-AI 4.98 ± 0.11 */* 4.83 ± 0.37 -/* 4.87 ± 0.23 -/* 3.58 ± 0.47 */* 5.00 ± 0.00 */* 5.00 ± 0.00 */* 5.00 ± 0.00 */*

Bone

  CS 4.95 ± 0.15 /- 4.00 ± 0.28 */* 3.80 ± 0.30 */* 3.33 ± 0.37 */* 4.28 ± 0.26 /* 4.15 ± 0.24 -/* 4.03 ± 0.20 */*

  CS-AI 5.00 ± 0.00 -/- 4.95 ± 0.15 -/* 4.97 ± 0.11 -/* 4.48 ± 0.20 */* 5.00 ± 0.00 */* 5.00 ± 0.00 */* 5.00 ± 0.00 */*

Acromioclavicular joint

  CS 4.63 ± 0.28 /* 3.60 ± 0.38 */* 3.05 ± 0.28 */* 2.50 ± 0.36 */* 3.90 ± 0.21 /* 3.68 ± 0.34 */* 3.40 ± 0.35 */*

  CS-AI 4.90 ± 0.21 */* 4.75 ± 0.38 -/* 4.61 ± 0.32 -/* 3.73 ± 0.44 */* 4.98 ± 0.11 */* 4.95 ± 0.15 */* 4.90 ± 0.21 */*

Glenoid labrum

  CS 4.53 ± 0.34 /- 3.35 ± 0.40 */* 2.60 ± 0.50 */* 1.98 ± 0.41 */* 3.70 ± 0.30 /* 3.15 ± 0.33 */* 3.08 ± 0.37 */*

  CS-AI 4.83 ± 0.29 -/- 4.50 ± 0.54 -/* 4.50 ± 0.41 -/* 3.30 ± 0.55 */* 4.48 ± 0.20 */* 4.43 ± 0.18 */* 4.25 ± 0.30 */*

Artifacts

  CS 4.33 ± 0.29 /* 3.33 ± 0.37 */* 2.40 ± 0.45 */* 1.63 ± 0.28 */* 3.80 ± 0.30 /* 3.23 ± 0.30 */* 3.25 ± 0.26 */*

  CS-AI 4.83 ± 0.34 */* 4.40 ± 0.48 -/* 4.24 ± 0.35 -/* 3.15 ± 0.52 */* 4.93 ± 0.18 */* 4.78 ± 0.30 */* 4.65 ± 0.24 */*

Overall image impression

  CS 4.60 ± 0.31 /- 3.60 ± 0.35 */* 2.90 ± 0.26 */* 2.18 ± 0.24 */* 4.10 ± 0.31 /* 3.60 ± 0.38 */* 3.40 ± 0.35 */*

  CS-AI 4.78 ± 0.26 -/- 4.58 ± 0.37 -/* 4.34 ± 0.29 */* 3.45 ± 0.32 */* 4.95 ± 0.15 */* 4.93 ± 0.18 */* 4.85 ± 0.29 */*
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for 2D and 3D compared to the respective images recon-
structed using CS. These results are in line with previous 
studies that have shown similar performance using the 
same algorithm. For instance, Fervers et al. [28] showed 
significantly better subjective image quality for 3D 
T2-weighted images of the lumbar spine reconstructed 
using CS-AI compared to images reconstructed using 
CS. Additionally, higher objective and subjective image 
quality for sequences reconstructed using CS-AI have 
been reported for ankle and prostate [29, 30].

However, even though CS-AI does produce images 
with a higher subjective and objective image quality com-
pared to CS, the images may still not be of diagnostic 
quality if the acceleration level is too high. Therefore, we 
compared the images generated using CS-AI at the dif-
ferent acceleration levels to the reference sequence used 
in current clinical practice (2D CS 2.3; 3D CS 8) to find 
an optimal acceleration factor that generates images 
with similar subjective and objective image quality than 

the current clinical standard. Considering both objec-
tive and subjective image quality, 2D sequences recon-
structed using CS-AI with a 4-fold acceleration did not 
perform significantly worse than the same sequences 
reconstructed using regular CS with a 2.3-fold accelera-
tion, and 3D sequences reconstructed using CS-AI with 
a 13-fold acceleration did not perform significantly worse 
than the same sequences reconstructed using regular CS 
with an 8-fold acceleration.

Translating these acceleration factors into acquisi-
tion times, replacing the standard CS 2.3 sequence with 
the CS-AI 4 sequence (167  s versus 100  s) would result 
in 40% less acquisition time for 2D sequences and 38% 
for 3D sequences (standard CS 8 sequence with 289 ver-
sus CS-AI 13 with 179 s). Figures 3 and 4 illustrate clear 
delineation of anatomical landmarks at these two accel-
eration factors compared to the reference sequences 
(2D: CS 2.3 versus CS-AI 4; 3D: CS 8 versus CS-AI 13). 
Faster image acquisition can improve the efficiency of 

Fig. 6  Mean subjective ratings of the overall image quality for two-dimensional (a, b) and three-dimensional (c, d) sequences reconstructed using 
compressed sensing (CS) and compressed sensing combined with a deep learning-based algorithm (CS-AI). The comparison to the respective 
reference sequences is shown in b and d. *p ≤ 0.026, **p < 0.010, ***p < 0.001, and ****p < 0.0001
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an imaging center and increase patient access to imag-
ing. Additionally, decreasing the time patients spend in 
the scanner can help reduce motion artifacts, thereby 
increasing image quality and diagnostic accuracy, and 
improving overall patient comfort.

However, this study has several limitations. First, our 
study only included a small sample size of healthy volun-
teers. Even though the results of the two readers show that 
the delineation of anatomical structures was not inferior to 
the reference sequences, as a next step, patients with com-
mon shoulder pathologies should be scanned to ensure 
that image quality of pathological findings is also pre-
served. One of the common arguments against DL-based 
reconstruction algorithms is the fear of losing informa-
tion, whereby pathological findings are replaced by normal 
anatomy from the training data. To counteract this, the 
multiscale network used in this study includes the integra-
tion of a data consistency term per coil element compar-
ing the reconstructed data with the originally acquired data 
to ensure consistency [17]. Both objective and subjective 
image quality for sequences reconstructed using CS-AI was 
generally higher compared to conventional CS, showing 

that, based on the parameters measured in this study, there 
was no evidence for loss of information. Additionally, stud-
ies including patients with pathologies using the same 
CS-AI algorithm as in our study found no evidence for 
loss of information. For instance, Bischof et al. [30] found 
no difference in PI-RADS scores between images recon-
structed using CS-AI compared to images reconstructed 
using CS. Additionally, Feuerriegel et al. [31] found no loss 
of diagnostic information for common shoulder patholo-
gies in images acquired with an acceleration factor of 2.5. 
As for other reconstruction algorithms of the shoulder, 
both Hahn et al. [32] and Kaniewska [33] et al. showed sim-
ilar or better delineation of common shoulder pathologies 
using a deep learning based reconstruction technique to 
reduce motion artifacts based on the PROPELLER method, 
providing further evidence that DL-based techniques may 
accurately reproduce pathologies and not lead to loss of 
information. Nevertheless, future studies should include 
more participants as well as patients with different patholo-
gies to further evaluate the accuracy of the algorithm.

Second, our study only focused on a 2D and 3D pro-
ton density-weighted sequence of the shoulder. Whereas 

Table 4  Mean values and standard deviation for SNR and CNR

CS compressed sensing, CS-AI compressed sensing combined with a deep learning-based algorithm, CNR contrast-to-noise ratio, SNR signal-to-noise ratio, SSIM 
structural similarity index measure

*/* marking significant difference (p ≤ 0.025) compared to the reference sequence (* before diagonal slash) or the corresponding reconstruction with the same 
acceleration level (* after diagonal slash)

Two-dimensional sequences Three-dimensional sequences

CS 2.3
CS-AI 2.3

CS 4
CS-AI 4

CS 6
CS-AI 6

CS 8
CS-AI 8

CS 8
CS-AI 8

CS 10
CS-AI 10

CS 13
CS-AI 13

SNR bone
  CS 8.09 ± 1.50 /* 6.12 ± 1.19 */* 6.82 ± 1.45 */* 5.87 ± 1.25 */* 4.29 ± 0.78 /* 4.33 ± 0.80 -/* 4.59 ± 1.16 */*

  CS-AI 9.25 ± 2.14 */* 7.03 ± 1.56 */* 8.01 ± 1.76 -/* 7.94 ± 2.00 -/* 5.34 ± 1.28 */* 5.67 ± 1.51 */* 5.83 ± 1.26 */*

SNR muscle
  CS 10.31 ± 2.57 /* 6.81 ± 1.61 */* 6.36 ± 1.44 */* 5.44 ± 1.06 */* 10.40 ± 2.77 /* 9.61 ± 2.38 -/* 9.21 ± 2.08 -/*

  CS-AI 16.60 ± 5.36 */* 12.47 ± 3.55 */* 11.58 ± 4.61 -/* 9.80 ± 2.49 -/* 20.03 ± 9.09 */* 19.39 ± 7.08 */* 18.85 ± 7.01 */*

SNR tendon
  CS 3.21 ± 1.66 /- 2.57 ± 1.09 */- 2.77 ± 1.00 -/- 2.71 ± 1.14 -/- 3.80 ± 1.60 /- 3.90 ± 2.35 -/- 3.56 ± 1.90 -/-

  CS-AI 3.17 ± 1.67 -/- 2.52 ± 1.27 */- 2.90 ± 1.32 -/- 2.84 ± 1.76 -/- 3.81 ± 1.60 -/- 4.05 ± 2.66 -/- 3.42 ± 1.66 -/-

CNR bone/tendon
  CS 1.16 ± 0.92 /- 0.92 ± 0.59 -/- 1.06 ± 0.77 -/- 0.81 ± 0.54 */* 1.09 ± 0.83 /* 1.14 ± 1.03 -/* 0.93 ± 0.74 */-

  CS-AI 1.27 ± 1.13 -/- 1.03 ± 0.72 -/- 1.20 ± 0.98 -/- 1.00 ± 0.78 -/* 1.22 ± 0.86 */* 1.32 ± 1.22 */* 1.03 ± 0.83 -/-

CNR tendon/muscle
  CS 3.89 ± 1.97 /* 2.99 ± 1.24 */* 2.90 ± 1.29 */* 2.49 ± 0.86 */* 3.27 ± 1.28 /* 3.21 ± 1.55 -/* 3.24 ± 1.24 -/*

  CS-AI 4.68 ± 2.86 */* 3.89 ± 1.90 -/* 3.89 ± 2.56 -/* 3.50 ± 1.57 -/* 3.92 ± 1.70 */* 4.13 ± 2.25 */* 3.99 ± 1.93 */*

CNR bone/muscle
  CS 4.21 ± 1.54 /* 2.92 ± 0.95 */* 2.72 ± 0.96 */* 2.29 ± 0.78 */* 5.28 ± 1.21 /* 4.83 ± 1.21 -/* 4.80 ± 1.24 -/*

  CS-AI 5.98 ± 2.59 */* 4.57 ± 1.71 -/* 4.14 ± 1.92 -/* 3.89 ± 1.60 -/* 7.79 ± 2.29 */* 7.75 ± 2.70 */* 7.82 ± 2.60 */*

SSIM
  CS 1.00 ± 0.00 /* 0.57 ± 0.10 */* 0.56 ± 0.07 */* 0.50 ± 0.08 */* 1.00 ± 0.00 /* 0.64 ± 0.08 */* 0.63 ± 0.08 */*

  CS-AI 0.92 ± 0.03 */* 0.64 ± 0.11 */* 0.65 ± 0.08 */* 0.62 ± 0.08 */* 0.86 ± 0.03 */* 0.68 ± 0.09 */* 0.69 ± 0.09 */*
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studies have shown similar performance of DL-based 
reconstruction algorithms across different MRI sequences 
[34], there are also studies showing that performance can 
differ between MRI sequences [35]. Thus, future stud-
ies should also include other sequences besides proton 
density sequences (e.g., T1- and T2-weighted sequences) 
to ensure that objective and subjective image quality are 
equally well preserved in a wider range of sequences.

Third, our study did not include a reference sequence 
without acceleration. The clinically used sequences in 
our institution (a sequence with a 2.3-fold acceleration 
for 2D images and an 8-fold acceleration for 3D images) 
was used as the respective reference standard. Choos-
ing accelerated sequences as the reference standard may 
pose the risk of using a reference standard that already 
has reduced image quality. Showing non-inferiority 
against this reference standard may hide the fact that 
the image quality of the accelerated images is lower than 
the standard sequence without acceleration. Continually 

establishing faster reference standards and testing only 
for non-inferiority against the prior reference standard 
may pose the risk of hiding a continuous decrease in 
image quality. Thus, besides testing for non-inferiority, 
measures of image quality should also be interpreted 
with regard to an absolute standard. In our study, the 
non-inferior accelerated 2D sequence received an aver-
age rating of 4.58 and the 3D sequence of 4.85 from 
both readers. In the context of the 5-point rating scale 
used in our study, these scores lie in the middle between 
a score of 4 (good for majority of diagnoses) to 5 (opti-
mal). Therefore, even though we did not use a reference 
standard without acceleration, based on the results of 
the two readers, the accelerated sequences are of suffi-
cient diagnostic quality.

In conclusion, the results of our study show that the 
combination of deep-learning and compressed sensing 
hold the potential for further scan time reduction in 2D 
and 3D imaging of the shoulder while providing overall 

Fig. 7  Mean signal-to-noise-ratio for muscle for two-dimensional (a, b) and three-dimensional (c, d) sequences reconstructed using compressed 
sensing (CS) and compressed sensing combined with a deep learning-based algorithm (CS-AI). The comparison to the respective reference 
sequences is shown in b and d. * p ≤ 0.025, ** p < 0.01, *** p < 0.001, and **** p < 0.0001
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better objective and subjective image quality compared 
to the conventional approach. The implementation of 
this algorithm can help increase patient access to imag-
ing and reduce motion artefacts by decreasing the 
overall time patients spend in the scanner. The results 
encourage further clinical investigation, extending the 
use cases to a clinical population and a wider range of 
MRI sequences.

Abbreviations
2D	� Two-dimensional
3D	� Three-dimensional
AI	� Artificial intelligence
CNR	� Contrast-to-noise ratio
CS	� Compressed sensing
DL	� Deep learning
ROI	� Region of interest
SD	� Standard deviation
SENSE	� Sensitivity encoding
SNR	� Signal-to-noise ratio
SSIM	� Structural similarity index measure

Acknowledgements
We acknowledge support for the Article Processing Charge from the DFG 
(German Research Foundation, 491454339) and the DEAL-Project.

Authors’ contributions
TD: conceptualization, investigation, formal analysis, writing—original draft, 
writing—review and editing, methodology, validation, data curation, and 
visualization. FS: conceptualization, investigation, formal analysis, writing—
original draft, writing—review and editing, and data curation. CZ: conceptual-
ization, investigation, formal analysis, writing—original draft, writing—review 
and editing, and data curation. KS: conceptualization, investigation, formal 
analysis, writing—original draft, writing—review and editing, and software. PR: 
conceptualization, investigation, formal analysis, writing—original draft, writ-
ing—review and editing, and data curation. RT: conceptualization, investiga-
tion, formal analysis, writing—original draft, writing—review and editing, and 
visualization. RH: conceptualization, investigation, formal analysis, writing—
original draft, writing—review and editing, and visualization. DM: conceptual-
ization, investigation, formal analysis, writing—original draft, writing—review 
and editing, supervision, and methodology. TP: conceptualization, investiga-
tion, formal analysis, writing—original draft, writing—review and editing, 
supervision, and methodology. GB: conceptualization, investigation, formal 
analysis, writing—original draft, writing—review and editing, supervision, 
methodology, and validation. AI: conceptualization, investigation, formal 
analysis, writing—original draft, writing—review and editing, supervision, 
methodology, validation, and data curation.

Funding
Open Access funding enabled and organized by Projekt DEAL. This work 
was partially funded by the German Society of Musculoskeletal Radiology 
(Deutsche Gesellschaft für muskuloskelettale Radiologie; DGMSR).

Availability of data and materials
The data underlying this article cannot be shared publicly for the privacy of 
individuals that participated in the study. The data will be shared on reason-
able request to the corresponding author.

Declarations

Ethics approval and consent to participate
This single-center study was approved by our institutional review board and 
registered in the national Clinical Trials Register (DRKS00024156).

Consent for publication
Not applicable.

Competing interests
The author KS currently works for Philips GmbH Market DACH, Hamburg, 
Germany. DM and GB are on the speaker’s bureau of Philips Healthcare. The 
other authors declare that they have no competing interests.

Author details
1 Department of Diagnostic and Interventional Radiology, University 
of Cologne, Faculty of Medicine and University Hospital Cologne, Kerpener 
Str. 62, 50937 Cologne, Germany. 2 Philips GmbH Market DACH, Hamburg, 
Röntgenstrasse 22, 22335 Hamburg, Germany. 

Received: 29 May 2023   Accepted: 10 August 2023

References
	1.	 Urwin M, Symmons D, Allison T et al (1998) Estimating the burden of 

musculoskeletal disorders in the community: the comparative prevalence 
of symptoms at different anatomical sites, and the relation to social depri-
vation. Ann Rheum Dis 57:649–655. https://​doi.​org/​10.​1136/​ard.​57.​11.​649

	2.	 Luime J, Koes B, Hendriksen I et al (2004) Prevalence and incidence of 
shoulder pain in the general population; a systematic review. Scand J 
Rheumatol 33:73–81. https://​doi.​org/​10.​1080/​03009​74031​00046​67

	3.	 Teunis T, Lubberts B, Reilly BT, Ring D (2014) A systematic review and pooled 
analysis of the prevalence of rotator cuff disease with increasing age. J 
Shoulder Elb Surg 23:1913–1921. https://​doi.​org/​10.​1016/j.​jse.​2014.​08.​001

	4.	 Imagama S, Ando K, Kobayashi K et al (2020) Shoulder pain has most 
impact on poor quality of life among various types of musculoskeletal 
pain in middle-aged and elderly people: Yakumo study. Mod Rheumatol 
30:568–572. https://​doi.​org/​10.​1080/​14397​595.​2019.​16233​64

	5.	 Parikh N, Martinez DJ, Winer I et al (2021) Direct and indirect economic 
burden associated with rotator cuff tears and repairs in the US. Curr Med 
Res Opin 37:1199–1211. https://​doi.​org/​10.​1080/​03007​995.​2021.​19180​74

	6.	 Ashir A, Lombardi A, Jerban S et al (2020) Magnetic resonance imaging 
of the shoulder. Polish J Radiol 85:420–439. https://​doi.​org/​10.​5114/​pjr.​
2020.​98394

	7.	 Oecd-ilibrary.org. Magnetic resonance imaging (MRI) (2023) Oecd-ilibrary.
org. Magnetic resonance imaging (MRI). https://​www.​oecd-​ilibr​ary.​org/​
social-​issues-​migra​tion-​health/​magne​tic-​reson​ance-​imagi​ng-​mri-​exams/​
indic​ator/​engli​sh_​1d893​53f-​en. Accessed 1 Jan 2023

	8.	 Subhas N, Benedick A, Obuchowski NA et al (2017) Comparison of a fast 
5-minute shoulder MRI protocol with a standard shoulder MRI protocol: 
a multiinstitutional multireader study. AJR Am J Roentgenol 208:W146–
W154. https://​doi.​org/​10.​2214/​AJR.​16.​17041

	9.	 Griswold MA, Jakob PM, Heidemann RM et al (2002) Generalized autocali-
brating partially parallel acquisitions (GRAPPA). Magn Reson Med. https://​
doi.​org/​10.​1002/​mrm.​10171

	10.	 Lustig M, Donoho D, Pauly JM (2007) Sparse MRI: the application of com-
pressed sensing for rapid MR imaging. Magn Reson Med 58:1182–1195. 
https://​doi.​org/​10.​1002/​mrm.​21391

	11.	 Bratke G, Rau R, Weiss K et al (2019) Accelerated MRI of the lumbar spine 
using compressed sensing: quality and efficiency. J Magn Reson Imaging. 
https://​doi.​org/​10.​1002/​jmri.​26526

	12.	 Iuga AI, Abdullayev N, Weiss K, et al (2020) Accelerated MRI of the knee. 
Quality and efficiency of compressed sensing. Eur J Radiol. https://​doi.​
org/​10.​1016/j.​ejrad.​2020.​109273

	13.	 Kijowski R, Rosas H, Samsonov A et al (2017) Knee imaging: rapid three-
dimensional fast spin-echo using compressed sensing. J Magn Reson 
Imaging. https://​doi.​org/​10.​1002/​jmri.​25507

	14.	 Lin Z, Zhang X, Guo L et al (2019) Clinical feasibility study of 3D intracra-
nial magnetic resonance angiography using compressed sensing. J Magn 
Reson Imaging 50:1843–1851. https://​doi.​org/​10.​1002/​jmri.​26752

	15.	 Lee SH, Lee YH, Song HT, Suh JS (2017) Rapid acquisition of magnetic 
resonance imaging of the shoulder using three-dimensional fast spin 
echo sequence with compressed sensing. Magn Reson Imaging. https://​
doi.​org/​10.​1016/j.​mri.​2017.​07.​022

	16.	 Pezzotti N, Yousefi S, Elmahdy MS et al (2020) An adaptive intelligence 
algorithm for undersampled knee MRI reconstruction. IEEE Access 
8:204825–204838. https://​doi.​org/​10.​1109/​ACCESS.​2020.​30342​87

https://doi.org/10.1136/ard.57.11.649
https://doi.org/10.1080/03009740310004667
https://doi.org/10.1016/j.jse.2014.08.001
https://doi.org/10.1080/14397595.2019.1623364
https://doi.org/10.1080/03007995.2021.1918074
https://doi.org/10.5114/pjr.2020.98394
https://doi.org/10.5114/pjr.2020.98394
https://www.oecd-ilibrary.org/social-issues-migration-health/magnetic-resonance-imaging-mri-exams/indicator/english_1d89353f-en
https://www.oecd-ilibrary.org/social-issues-migration-health/magnetic-resonance-imaging-mri-exams/indicator/english_1d89353f-en
https://www.oecd-ilibrary.org/social-issues-migration-health/magnetic-resonance-imaging-mri-exams/indicator/english_1d89353f-en
https://doi.org/10.2214/AJR.16.17041
https://doi.org/10.1002/mrm.10171
https://doi.org/10.1002/mrm.10171
https://doi.org/10.1002/mrm.21391
https://doi.org/10.1002/jmri.26526
https://doi.org/10.1016/j.ejrad.2020.109273
https://doi.org/10.1016/j.ejrad.2020.109273
https://doi.org/10.1002/jmri.25507
https://doi.org/10.1002/jmri.26752
https://doi.org/10.1016/j.mri.2017.07.022
https://doi.org/10.1016/j.mri.2017.07.022
https://doi.org/10.1109/ACCESS.2020.3034287


Page 13 of 13Dratsch et al. European Radiology Experimental            (2023) 7:66 	

	17.	 Pezzotti N, de Weerdt E, Yousefi S et al (2019) Adaptive-CS-Net: FastMRI with 
adaptive intelligence. ArXiv:1912.12259. http://​arxiv.​org/​abs/​1912.​12259

	18.	 Lee SH, Lee YH, Suh JS (2018) Accelerating knee MR imaging: compressed 
sensing in isotropic three-dimensional fast spin-echo sequence. Magn 
Reson Imaging. https://​doi.​org/​10.​1016/j.​mri.​2017.​10.​018

	19.	 Altahawi FF, Blount KJ, Morley NP et al (2017) Comparing an acceler-
ated 3D fast spin-echo sequence (CS-SPACE) for knee 3-T magnetic 
resonance imaging with traditional 3D fast spin-echo (SPACE) and 
routine 2D sequences. Skeletal Radiol 46:7–15. https://​doi.​org/​10.​1007/​
s00256-​016-​2490-8

	20.	 Wang Z, Bovik AC, Sheikh HR, Simoncelli EP (2004) Image quality assess-
ment: from error visibility to structural similarity. IEEE Trans Image Process 
13:600–612. https://​doi.​org/​10.​1109/​TIP.​2003.​819861

	21.	 Bratke G, Rau R, Weiss K et al (2019) Accelerated MRI of the lumbar spine 
using compressed sensing: quality and efficiency. J Magn Reson Imaging 
49:e164–e175. https://​doi.​org/​10.​1002/​jmri.​26526

	22.	 Bratke G, Rau R, Kabbasch C et al (2021) Speeding up the clinical routine: 
compressed sensing for 2D imaging of lumbar spine disc herniation. Eur J 
Radiol 140:109738. https://​doi.​org/​10.​1016/j.​ejrad.​2021.​109738

	23.	 van der Walt S, Schönberger JL, Nunez-Iglesias J et al (2014) scikit-image: 
image processing in Python. PeerJ 2:e453. https://​doi.​org/​10.​7717/​peerj.​453

	24.	 Krippendorff K (2004) Reliability in content analysis: some common miscon-
ceptions and recommendations. Hum Commun Res 30:411–433. https://​
doi.​org/​10.​1093/​hcr/​30.3.​411

	25.	 Corbeil RR, Searle SR (1976) Restricted maximum likelihood (REML) 
estimation of variance components in the mixed model. Technometrics 
18:31–38. https://​doi.​org/​10.​1080/​00401​706.​1976.​10489​397

	26.	 Abdi H (2007) The Bonferonni and Šidák corrections for multiple com-
parisons. In: Salkind NJ (ed) Encyclopedia of measurement and statistics. 
Sage, Thousand Oaks, pp 103–107

	27.	 Dunnett CW (1955) A multiple comparison procedure for comparing 
several treatments with a control. J Am Stat Assoc 50:1096–1121. https://​
doi.​org/​10.​1080/​01621​459.​1955.​10501​294

	28.	 Fervers P, Zaeske C, Rauen P et al (2023) Conventional and deep-learning-
based image reconstructions of undersampled k-space data of the lumbar 
spine using compressed sensing in MRI: a comparative study on 20 
subjects. Diagnostics 13:418. https://​doi.​org/​10.​3390/​diagn​ostic​s1303​0418

	29.	 Foreman SC, Neumann J, Han J et al (2022) Deep learning–based 
acceleration of compressed sense MR imaging of the ankle. Eur Radiol 
32:8376–8385. https://​doi.​org/​10.​1007/​s00330-​022-​08919-9

	30.	 Bischoff LM, Katemann C, Isaak A et al (2023) T2 turbo spin echo with 
compressed sensing and propeller acquisition (sampling k-space by 
utilizing rotating blades) for fast and motion robust prostate MRI. Invest 
Radiol 58:209–215. https://​doi.​org/​10.​1097/​RLI.​00000​00000​000923

	31.	 Feuerriegel GC, Weiss K, Kronthaler S et al (2023) Evaluation of a deep 
learning-based reconstruction method for denoising and image 
enhancement of shoulder MRI in patients with shoulder pain. Eur Radiol. 
https://​doi.​org/​10.​1007/​s00330-​023-​09472-9

	32.	 Hahn S, Yi J, Lee H-J et al (2023) Comparison of deep learning-based recon-
struction of PROPELLER Shoulder MRI with conventional reconstruction. 
Skeletal Radiol 52:1545–1555. https://​doi.​org/​10.​1007/​s00256-​023-​04321-8

	33.	 Kaniewska M, Deininger-Czermak E, Getzmann JM et al (2022) Applica-
tion of deep learning–based image reconstruction in MR imaging of the 
shoulder joint to improve image quality and reduce scan time. Eur Radiol 
33:1513–1525. https://​doi.​org/​10.​1007/​s00330-​022-​09151-1

	34.	 Lønning K, Putzky P, Sonke JJ et al (2019) Recurrent inference machines 
for reconstructing heterogeneous MRI data. Med Image Anal 53:64–78. 
https://​doi.​org/​10.​1016/j.​media.​2019.​01.​005

	35.	 Eo T, Jun Y, Kim T et al (2018) <scp>KIKI</scp> -net: cross-domain con-
volutional neural networks for reconstructing undersampled magnetic 
resonance images. Magn Reson Med 80:2188–2201. https://​doi.​org/​10.​
1002/​mrm.​27201

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

http://arxiv.org/abs/1912.12259
https://doi.org/10.1016/j.mri.2017.10.018
https://doi.org/10.1007/s00256-016-2490-8
https://doi.org/10.1007/s00256-016-2490-8
https://doi.org/10.1109/TIP.2003.819861
https://doi.org/10.1002/jmri.26526
https://doi.org/10.1016/j.ejrad.2021.109738
https://doi.org/10.7717/peerj.453
https://doi.org/10.1093/hcr/30.3.411
https://doi.org/10.1093/hcr/30.3.411
https://doi.org/10.1080/00401706.1976.10489397
https://doi.org/10.1080/01621459.1955.10501294
https://doi.org/10.1080/01621459.1955.10501294
https://doi.org/10.3390/diagnostics13030418
https://doi.org/10.1007/s00330-022-08919-9
https://doi.org/10.1097/RLI.0000000000000923
https://doi.org/10.1007/s00330-023-09472-9
https://doi.org/10.1007/s00256-023-04321-8
https://doi.org/10.1007/s00330-022-09151-1
https://doi.org/10.1016/j.media.2019.01.005
https://doi.org/10.1002/mrm.27201
https://doi.org/10.1002/mrm.27201

	Reconstruction of shoulder MRI using deep learning and compressed sensing: a validation study on healthy volunteers
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 
	Relevance statement 
	Trial registration 
	Key points 

	Background
	Methods
	Study population
	MRI acquisition and reconstruction
	Subjective image analysis
	Objective image analysis
	Objective image analysis: region of interest (ROI)-based
	Objective image analysis: pixel-based

	Statistical analysis

	Results
	Study population
	Image analysis
	Subjective image analysis
	Objective image analysis

	Discussion
	Acknowledgements
	References


