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Abstract 

Artificial intelligence (AI) and its different approaches, from machine learning to deep learning, are not new. We dis-
cuss here about the declaration of AI in the title of those articles dealing with AI. From 1990 to 2021, while AI articles 
in the PubMed increased from 300 to 59,596, the percentage declaring AI in the title describes a U-like-shaped curve: 
about 30% in early 1990s, less than 13% in 2005–2014, again 30% in 2020–2021. A similar trend was observed for AI 
in medical imaging. While the initial decline could be due to the establishment of AI methods, the recent increase 
could be related to the capacity of AI to outperform humans, especially in image recognition, fuelled by the adoption 
of graphic processing units for general purpose computing. The recent increase may also be due to the relevance 
of open issues about AI, including the standardisation of methods, explainability of results, and concerns about AI-
induced epoch-making transformations: to say “We are using AI” in the title may also reflect these concerns.
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Key points

•	 The recent availability of big data and high comput-
ing power allowed an exponential growth of artificial 
intelligence (AI) research and its application to bio-
medicine and radiology.

•	 AI declaration in the article titles dropped from 
about 30% in early 1990s to less than 13% in 2005–
2014 and reached again 30% in 2020–2021.

•	 While the initial decline could be due to the estab-
lishment of AI methods, the recent increase could 
be due to both expectations and concerns about AI-
induced epochal changes.

Introduction
Artificial intelligence (AI), in all its current approaches, 
such as machine learning and deep learning [1, 2], has 
become one of the most important topics for research-
ers that are looking for innovative ways to leverage 
data assets to a new level of understanding and usage. 
The term “AI” was introduced more than 60 years ago, 
when John McCarthy organised a seminar in 1956 
about automata theory, neural networks, and the study 
of intelligence [3]. One of the participants was the IBM 
researcher Arthur Lee Samuels, who subsequently devel-
oped a self-learning algorithm for playing checkers and in 
1959 coined the term machine learning [4].

Technological advances in computer vision, speech 
recognition, and robotics fuelled the introduction of AI 
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in several fields. An increasing concern regards the per-
spective that AI may displace human workers and make 
tight surveillance techniques easier to develop. Ethan 
Fast and Eric Horvitz have presented an understanding 
of the public hopes and concerns by screening 30 years of 
publications of the New York Times (from January 1986 
to June 2016) [5]. Authors showed that AI has had con-
sistently more optimistic than pessimistic coverage over 
time, especially in healthcare. In addition, the fear of loss 
of control of AI, for example, has become far more com-
mon in recent years.

AI applications were made in the early 1980s for gam-
ing and later for e-commerce, spam email filtering, 
economics, and biochemistry. In healthcare and biomed-
icine, AI applications were proposed in the study of dif-
ferent diseases and imaging technologies [6–9], although 
up until 2000 they were not so frequently referred to as 
AI [10]. Indeed, we randomly noticed articles in the bio-
medical field that used AI techniques but not declaring it 
in the title, so that they could not be recognised as being 
AI articles at first glance.

As the declaration of the method in an article title is 
somewhat labelling a study—as usually happens for “ran-
domised controlled trials”—we investigated about this 

particular issue: the declaration of AI in the title of articles 
using AI in biomedicine. This can stimulate some reflec-
tions about the role and perception of AI in biomedical 
research and correlates to the question of the relevance 
of an article method versus the relevance of its results. In 
other words, can we consider AI as labelling a publica-
tion or is the used AI technique only a method to reach 
the study aims?

Declaring AI in the article title
On October 20, 2022, we searched for articles using 
AI methods available in PubMed from January 1990 to 
December 30, 2021, using the string (“artificial intelli-
gence” OR “machine learning” OR “deep learning” OR 
“neural network”) (Fig. 1). Then, we calculated the percent-
age of them declaring AI approaches in the title (Fig. 2).

The absolute number of articles clearly increased expo-
nentially in the last decades. This is a relevant trend 
but also an effect of the increase in the whole world 
research activity, regardless of the topic. Interestingly, 
the total  percentage curve appears to have a U-like 
shape, with a decrease from about 30% in 1990s to 11% 
in 2008, followed by a steady state up to 2014, and a faster 

Fig. 1  Number of articles dealing with artificial intelligence, overall and by technique. Four major milestones are shown. Neur Net Neural network, AI 
Artificial intelligence, DL Deep learning, FDA Food and Drug Administration, GPU Graphics processing units, ML Machine learning, TOT Total
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increase until 2020–2021, when the curve seems to be 
reaching a peak of about 31%.

Subsequently, we filtered from the retrieved articles 
those dealing with any diagnostic imaging modality, 
including radionuclide imaging. To do so, we searched 
in PubMed using the string (“artificial intelligence” OR 
“machine learning” OR “deep learning” OR “neural net-
work”) AND (“diagnostic imaging” [MeSH] OR MRI OR 
CT OR PET OR radiography OR mammography OR ultra-
sound OR scintigraphy OR DXA OR echocardiography 
OR angiography OR “radionuclide imaging”). Notably, 
an even more pronounced U-like-shaped curve appeared 
(Fig.  3). In particular, the percentage of imaging articles 
using AI and declaring it in the title went from 41% in 1993 
to 4% in 2006, to raise again up to 48% in 2021.

How to explain the U‑like‑shaped curve?
The rate of articles using AI and declaring it in the title 
has decreased from 1990 until 2006 because both rates 
of neural network and, on much lower values, of AI 
decreased, with the overall rate being in the middle 
(Fig. 2). From 2006 until 2014, an almost stationary con-
dition reigned, followed by an increase of both AI and 

machine learning. Moreover, the deep learning appeared 
on the scene around 2008 after the Hinton’s publica-
tion and pulled up the overall rate [11]. Here we present 
hypotheses on (1) why we observed the initial decrease 
and (2) why we observed the latest increase in the rate of 
AI articles declaring AI in the title.

First hypothesis
We hypothesise that in the first two decades of the 
observed timeframe, researchers were developing AI 
techniques itself, i.e., that the AI method development 
was the main articles’ objective. As such, AI was more 
frequently declared in the title, although to a lesser 
and lesser extent while methods were optimised and 
more established. To support this hypothesis on the 
establishment of the AI methods, we report the trend 
of researchers from 1971 to 2021 to declare in the 
title when they used a statistical approach for predic-
tion, i.e., multivariate/multivariable regression analysis 
(search string: multivariate OR multivariable; Fig.  4). 
The absolute number of articles using multivariate or 
multivariable regression analysis raised progressively 
but the percentage of those declaring the method itself 
in the title showed an opposite trend, from about 60% 

Fig. 2  Rate of articles dealing with artificial intelligence and declaring it in the title, overall and by technique. Four major milestones are shown. 
Neur Net Neural network, AI Artificial intelligence, DL Deep learning, FDA Food and Drug Administration, GPU Graphics processing unit, ML Machine 
learning, TOT Total
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in 1970 to less than 2% in 2021. It is plausible that in 
the last three decades, multivariate/multivariable 
regression analysis has been considered an established 
method [12, 13]. Authors have likely become used to it 
and gradually renounced to cite it in the title.

Second hypothesis
To explain why the percentage of articles declaring 
AI in the title showed a strong increase from 2014 
onwards, we propose that this can be an effect of 
AI higher and higher performances becoming bet-
ter than those of humans, stimulating researchers to 
declare AI in the title, as a sort of “status” labelling 
their articles. For example, in 2015, AI systems went 
below the typical 5% error rate of human readers for 
image recognition [14, 15], especially thanks to the 
introduction of graphics processing units. Another 
major milestone was, in 2016, the first Food and Drug 
Administration approval of a software for analysing 
magnetic resonance cardiovascular images [16]. The 
reason for this commitment to declare AI in the title 
might arise from the need to warn the reader about 
the complexity of the methods rather than com-
placency. Especially when an article is published in 
a medical journal, the readers might not have the 

needed expertise to fully understand the methods of 
AI. Also, clinicians tend to use informative titles, that 
are often recommended, if not required, by the jour-
nals themselves. This includes, for example, a decla-
ration of whether an article report on a randomised 
controlled trial, as mentioned above. In fact, most 
of the latter declares its nature directly in the title. 
Moreover, new clinical applications obviously require 
the inclusion of professionals of medical imaging 
such as radiologists and nuclear medicine physicians, 
that likely push for declaring AI in the title, as clearly 
shown in Fig. 3.

The trend for an increasing percentage of AI declara-
tion in the title might be reaching a peak just in 2020–
2021 as shown in Fig. 2. It is difficult to foresee what will 
happen in the future, whether it will still increase thanks 
to new applications or to new AI techniques, or if it will 
decrease as it was for regression analysis.

Our hypotheses could be verified by screening all arti-
cles using AI but this would mean reading hundreds 
of thousands of articles, not an easy task. Maybe an AI 
system could one day do it easily. Of course, alterna-
tive hypotheses can still be true for explaining the data 
here presented. For instance, the initial decline could 
be related to a diversification of techniques with more 

Fig. 3  Number of articles on artificial intelligence (AI) in the field of medical imaging and percentage of those declaring the use of AI in the title. 
Four major milestones are shown. FDA Food and Drug Administration, GPU Graphics processing unit
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specific terms, such as support vector machines, random 
forest, or psychological factors like disappointments after 
the initial hype. In addition, the complexity of the phe-
nomenon here described surely deserves more systematic 
and detailed search and in-depth analysis. Finally, our 
search was not systematic, as this is a hypothesis article 
rather than a research article. Thus, we cannot exclude 
the possibility that a systematic search could bring to dif-
ferent data, with different time trends.

The discussion just raised by the recent book The age 
of AI and our human future by Henry A. Kissinger, Eric 
Schmidt, and Daniel Huttenlocher [17] highlights the rel-
evance of AI to the large public and to scientists. In the 
preface, the authors discuss the “AI’s promise of epoch-
making transformations” and say: “AI is not an industry, 
let alone a single product. It is an enabler of many indus-
tries and facets of human life: scientific research, educa-
tion, manufacturing, logistics, transportation, defence, 
law  enforcement, politics, advertising, art, culture, and 
more. The characteristics of AI – including its capacity 
to learn, evolve and surprise – will disrupt and trans-
form them all”. Trends in the declaration of AI in the 
title of biomedical articles are a small piece of this large 
landscape.

Conclusions
In the last 30 years, AI research exploded from some 
hundreds to over 40,000 articles published every year. 
The rate of AI declaration in the article title describes 
a U-like-shaped curve: from near 30% in early 1990s 
to less than 13% in 2005–2014, subsequently increas-
ing again, up to again 30% in 2020–2021. Data seems 
to support the hypothesis that the initial decline could 
be due to the establishment of AI methods, while the 
recent increase could be attributed to the AI capability 
to outperform humans as well as to the introduction of 
new clinical applications.

Abbreviation
AI	� Artificial intelligence
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